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ABSTRACT
This paper describes the DESIM (Descriptive to Executable Simulation Modeling) process for transforming causal descriptive models into computer simulation models based on information obtained from crowdsourcing. Feedback obtained from crowdsourcing is used to quantify the strength of causal relationships between variables in descriptive models to provide consistent and less-biased distributions of estimated weights for each causal relationship and thereby enable mathematical processing of the descriptive models on a computer. The approach employs fuzzy cognitive modeling methods to elicit and structure the models and the analytic hierarchy process to compute the distribution of weights between variables. The output of this process produces a decision space, which is visualized with a novel decision space visualization tool. An experimental application of this process is presented and discussed, with implications for future research.
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INTRODUCTION
There is increasing research on better ways to support decision makers when they need to choose among options in complex situations. Because of the deep uncertainty surrounding such situations (Walker, Lempert, & Kwakkel, 2012), questions arise about planning for the range of conditions under which reasonable operations would be possible, or determining what operations may be managed under current conditions (Caldwell, 2014). In some situations, decision makers match salient cues presented by the external environment to a mental template built from previous experiences: part of their mental model (Craik, 1943). They then envision at least one possible course of action and mentally simulate the results of applying that action to determine whether that option is acceptable (Klein, 1998). This process is more difficult to use in complex situations, or by novice decision makers who have not yet acquired sufficient experience to map the current situation to mental templates showing successful resolutions of problems faced in the past. Addressing this gap are decision spaces, defined as the range of options, the underlying interconnected factors that influence their relative desirability, and the landscape of plausible futures that could accompany any given course of action (Pfaff et al., 2012). For example, alternative courses of action can be evaluated using a computer simulation, which can provide decision makers with a graphical depiction of their decision space and thereby option awareness during real-world emergency situations, such as a natural disaster. The idea is that visually depicting decision spaces can be like providing night vision goggles for the mind, offloading the mental simulation process onto the computer, which displays the results of many possible options using an intuitive decision space visualization (DSV) that otherwise cannot be seen unaided.

In laboratory experiments, DSVs have enabled decision makers to make choices faster, more accurately, and with more confidence than without the DSV (Pfaff et al., 2012). The process of creating DSVs relies upon exploratory modeling (Bankes, 1993; Chandrasekaran & Goldman, 2007; Chandrasekaran, 2005). In exploratory modeling, analysts construct a set of plausible assumptions about the environment in which a decision will be made, run a simulation model that includes a parameterization of those assumptions, and score the outcomes for each decision option according to one or more evaluative criteria. The analyst varies each of the parameters representing the assumptions to account for uncertainty, and runs the model repeatedly to obtain a range of outcomes for each decision option. DSVs consist of a frequency-based depiction of the range of outcomes for each option. Thus, the process of constructing a DSV requires executing a model that pertains to the domain and situation encountered by the decision maker. While there is a rich history of research into modeling and simulation, the fact remains that developing validated models can be costly, time-consuming, and error-prone. The need for models has become the stumbling block for creating DSVs for broad classes of decision making situations.

There is a need for a more streamlined way to develop models. Building from decision makers’ mental simulation abilities, new research in crowdsourcing points to the promise of combining the mental models from...
multiple decision makers to paint a more complete and less biased picture of a situation than any individual might be able to achieve in isolation. The result is a new process, DESIM (Descriptive to Executable Simulation Modeling), that can create a computational model of a situation in hours or days instead of weeks or months.

DESIM consists of the following stages:
- Create one or more validated descriptive causal models
- Deconstruct the model into pairwise comparisons
- Crowdsource the comparisons and compute relationship strengths
- Apply the computational model to create DSVs

The DESIM process transforms descriptive causal models into computer simulation models based on information obtained from crowdsourcing. A computer user interface for crowdsourcing, combined with computational algorithms, produces quantitative values for the strengths of causal relationships between variables in the descriptive models, resulting in less biased distributions of estimated values for each relationship, and enabling the models to be computationally processed. This system generates improved outcome spaces, which refer to one or more possibilities regarding the relationships among options, actions, or variables that can be used to analyze the subject of a computer model. For example, a decision space can be an outcome space used by decision makers to determine how to respond to a complex situation based on the relationships between options and their plausible effects that can be forecasted by a computer simulation from facts about the situation. A key distinguishing feature of this system from other decision support tools is that it presents to the user an interactive and dynamic frequency distribution of possible outcomes (e.g., box-plot or histogram) rather than a single static probability, which conceals important knowledge about the range and distribution of possible outcomes. For example, perceiving a distribution with a long tail or a bi-modal distribution may lead to a significantly different decision (or to further exploration of the data) than simply knowing the mean probability of success. Moreover, in this format, further exploration of the data can yield deeper awareness of what factors lead to better vs. worse outcomes (Drury, Klein, Musman, Liu, & Pfaff, 2012). The rest of this paper describes how the DESIM process works, prefaced by related work and ending with a brief example of using DESIM.

RELATED WORK
Conventional computer simulation systems include models that are designed based on expert knowledge for use to simulate different situations that may occur in the real-world. These computer simulations are assumed to be reliable because they are created using expert knowledge. Unfortunately, each expert has certain behavioral patterns, preferences, and characteristics that may bias the programming of models. For example, different experts may agree to include certain variables in a particular computer model but disagree about the significance of each variable. Thus, conventional computer simulations created using expert models may be biased and unreliable, and the process of translating expert knowledge into computer simulation models can be slow and error prone (Bankes, 1993). Because this approach most often requires computer programmers to do this translation, the process is slow and tedious since the translation must be carefully and constantly validated by the experts to eliminate translation errors.

Alternatively, a domain expert’s (such as an analyst or forecaster) descriptive causal model can be elicited for a focal question such as “Will Iran invade the Strait of Hormuz?” and then represented in a digital data structure that is interpretable by computer programs and, moreover, can be displayed in a graphical presentation that is easy for the expert to validate. This is the approach taken with DESIM. Most often, multiple domain experts are interviewed to understand different and potentially conflicting perspectives on the problem. Experts identify model components, links between components, and the dynamic and functional relationships among the components. The advantages of this process include the ability to capture perceptions that are difficult to quantify and the participatory form makes data collection more approachable and engaging for domain experts not familiar with modeling processes (Özesmi & Özesmi, 2004). An alternative approach is to separate the work of developing the formal model from the interview process, such that the model itself is designed by modeling experts, based on the knowledge collected from interviews with domain experts. The resulting model is then validated by displaying a graphical representation to the domain experts who check it for completeness and accuracy (Sieck, Rasmussen, & Smart, 2010).

There are multiple tools for computationally representing mental models. The model in Figure 1, below, was designed using CMapTools (Cañas et al., 2004), which provides a graphical interface for constructing and editing cognitive models and provides machine-readable output for use by other computational tools. The edge labels are an open text field which here is used to signify positive or negative associations between nodes. A similar product is MentalModeler (Gray, Gray, Cox, & Henly-Shepard, 2013), designed to support the fuzzy cognitive modeling process from model elicitation and graphical representation, variable edge weight selection, to exploratory simulation (it also can export the model in a machine-readable form).
DESIM also uses crowdsourcing (or crowd estimating) to quantify the relationships in the descriptive model. Crowdsourcing is a process of obtaining services, ideas, or content by soliciting contributions, especially over the Internet, from a large group of people referred to as a crowd (Howe, 2006). This process typically involves a division of labor for tedious tasks split among members of the crowd. For example, crowdsourcing can be used to solicit predictions for a political campaign, or to search for answers, solutions, or a missing person (Surowiecki, 2005). In other words, crowdsourcing combines the incremental efforts of numerous contributors to achieve a greater result in a relatively short period of time. Lin et al. (2012) used crowdsourcing to understand mental models of privacy in mobile applications, but did not create a model explicitly.

METHODS

This section details the methods for eliciting the canonical cognitive model of the problem, representing the model interactively, eliciting values for the model from the crowd, and analyzing and visualizing the resulting data. In the first stage, analysts develop a focal question of interest and interview one or a few experts on the subject area to elicit the experts’ mental models of the factors they believe influence the outcomes of the focus question. The analysts develop one causal model per expert in the form of nodes and unweighted edges, validating each model with its expert. The causal mental models may be similar or may diverge. Analysts combine multiple models when they are mathematically equivalent, but it is acceptable to have more than one canonical model describing the experts’ mental models.

Figure 1. Example cognitive model describing reasons to purchase a gas or electric vehicle

The descriptive causal model can be represented on a computer as a graph of nodes connected by edges, as shown in Figure 1, for which the focal question asked of domain experts was “Will consumers buy more electric vehicles than gas vehicles in 2018?” A node in a descriptive model is a variable that represents a concept such as an action, option, or policy that has a range of values. Different scenarios using the model would be described with different sets of initial node values. An edge includes a weight that represents a causal association or relationship between two or more nodes. The sign of an edge weight denotes a direction of correlation between nodes, and the magnitude of an edge weight denotes the strength of the causal relationship between the nodes. While a static value for an edge weight may be elicted from a single expert, a distribution of values for the edge weights can be determined through appropriately crowdsourcing to multiple experts. The experts may or may not include those who initially described the model, depending on whether the crowd of experts should be agnostic of the full model and be focused solely on comparing pairs of concepts regardless of context. An algorithm can be used to determine how crowd sourced feedback defines the distribution of edge weights.

Once the canonical map is elicited from one or more domain experts and represented structurally, the DESIM computer program processes it in parts in order to obtain edge weights. While experts are able to give the sign (+ or -) of a causal relationship, they are less able to give an accurate estimate of the magnitude (Osei-Bryson, 2004). Because subjective point estimates are unreliable, another method is necessary to produce accurate edge weights. This is achieved through a systematic set of pairwise comparisons of the connected node pairs in the
model, where an expert rates the comparative strength of two relationships (e.g. whether relationship $X_1 \rightarrow X_2$ is stronger than $X_1 \rightarrow X_4$, and by how much). In this study, crowdsourcing of the pairwise comparisons was used via Amazon Mechanical Turk (AMT) because the topic was of general interest and required no special expertise. More specialized models would require targeted recruitment of subject-matter experts, for example, from a community of analysts or forecasters in a specific field.

A web-based interface was built to elicit the online pairwise comparisons. This tool takes as input the machine-readable model produced in the preceding steps and generates the set of pairwise comparisons which are presented in sequence to the users recruited via AMT. First, a single relationship $X_1 \rightarrow X_2$ is graphically presented to the user with the question “Do you agree with this relationship?” The three choices in this example are “Agree: An increase on the left causes an increase on the right”, “Disagree: An increase on the left has no effect on the right”, or “Disagree: An increase on the left causes a decrease on the right” (see Figure 2).

After the user has agreed with at least two relationships in the model, two relationships ($A = X_1 \rightarrow X_2$ and $B = X_3 \rightarrow X_1$) are presented with the question “Which relationship is stronger?” with the choices “A is stronger than B,” “B is stronger than A,” or “A is the same as B.” (see Figure 3). If either of the first two choices are selected, the user is additionally asked “How much stronger?” and presented with a slider ranging from “A is much stronger than B” to “A is the same as B.” After answering, the user then proceeds to the next comparison. When the user disagrees with a given relationship, it is given a weight of zero and eliminated from all future pairwise comparisons. Because different users may agree or disagree with different relationships, the resulting set of pairwise comparisons will vary in their degree of completeness.

DESIM analyzes the results of the pairwise comparisons using the Analytic Hierarchy Process (AHP; Saaty, 1990). From each respondent’s set of pairwise comparisons, a set of edge weights is computed using a modified
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Figure 2. Step 1 of causal relationship pairwise comparison

Figure 3. Step 2 of causal relationship pairwise comparison
AHP technique to accommodate incomplete sets of pairwise comparisons (Harker, 1987). The sets of edge weights for all respondents (which are values between 0 and 1; the model defines the sign) are aggregated and used to populate the original model with distributions of edge weights for each relationship in the model.

Using these distributions of weights, multiple simulation model processing runs can be performed to generate one or more outcome spaces, using an iterative Fuzzy Cognitive Modelling (FCM) method (Kosko, 1986). Initial node values and edge weights can be varied for each model processing run to create an outcome node distribution. Variations may be generated in different ways. For example, in the example presented here, the model was executed once for each set of edge weights elicited from the respondents. Alternately, a Monte-Carlo method can be used to generate each variation by sampling from distributions of node values and edge weights. An analysis of the resulting outcome space provides a more comprehensive understanding than a single aggregated mean estimate about how various variables impact consumer interest in electric cars.

The outcome space can then be represented by a decision space visualization (DSV; Figure 4). In the top portion, the X-axis corresponds to each permutation of a scenario or course-of-action option, and the Y-axis corresponds to the value of an outcome node. For multiple outcome nodes, the Y-axis may include multiple measures for a weighted composite value. This DSV displays the distribution of outcomes for each potential decision option under various plausible conditions. For example, in the case where the Y-axis is cost, and higher cost is bad, options with a low and tight distribution represent more robust options, those which are likely to turn out well under a wide variety of conditions. Options with broader distributions show higher sensitivity to conditions in the model and warrant caution. The tree diagram on the bottom portion of the display, generated using the WEKA package (Hall et al., 2009), represents a hierarchy of underlying interacting characteristics explaining the outcomes above or below the threshold selected in the top portion (the red line at 0.46). The tree is ordered in descending level of influence on the outcomes under inspection. This interactive visualization helps the decision maker understand which nodes in the model are more or less influential on given outcomes in the decision space. By manipulating the horizontal line on the upper diagram to change the threshold of what is considered to be desirable versus undesirable outcomes, this visualization approach allows a decision maker to actually see relationships between options that are otherwise obscured, rather than mentally simulating each one.

We conducted a study to validate the DESIM system in practice. The car-buying model described above was divided into 22 node pairs and the pairwise comparison process described above was administered to 38 workers recruited from Amazon Mechanical Turk, who were paid $4 for their time. Data was collected in two batches.
The first 11 individuals responded in 90 minutes after releasing the task. Data collection was closed temporarily to verify the integrity of the incoming data, and then reopened two days later for two hours, collecting another 27 responses. AHP analysis (Harker, 1987) calculated the distributions of edge weights from the respondents’ pairwise comparisons. The Java FCM library (De Franciscis, 2014) was used to compute outcome values for the proportion of gas and electric cars consumers purchase (numbers between 0 and 1), for three different scenarios (low, medium, and high consumer desire to be green), with all other input nodes held constant. Consumer desire to be green refers to an individual’s preference to make decisions intended to benefit the environment. The FCM was computed for each of the 38 sets of edge weights, resulting in distributions of 38 outcomes for each of the three scenarios, which are shown in the top portion of Figure 4.

RESULTS

In Figure 4, the outcome of interest is node C17, the number of electric cars consumers purchase. Preliminary analysis of the outcomes showed them to be bimodal, so the threshold is set to 0.46 to differentiate the top half from the bottom half of the outcomes for the desire to buy electric cars (the boxplots may be toggled off to show the raw data points, not shown here).

It is clear that as the consumer’s desire to be green increases, so does the prediction for the median number of electric cars consumers will purchase, as expected. However, the bottom portion of Figure 4 helps explore the bimodality in the data. The factors under consideration are the various edge weights provided by the crowdsourced population described above. The bottom display has calculated the rules explaining what makes outcomes score above or below the threshold of 0.46, across all three values of the desire to be green. According to the tree display, the most important discriminating factor is the edge between nodes C5 (electric car ownership costs) and C17 (number of electric cars consumers purchase). When an expert rates the weight of this edge greater than 0.24, all outcomes are above the threshold. However, when this edge is rated less than 0.24, the next most influential edge is the relationship between C11 (gas car ownership costs) and C17. When this edge is rated greater than 0.33, the outcomes are above the threshold. Finally, if that edge is rated less than 0.33, it comes down to the expert’s rating of the edge between C2 (consumer desire to be green) and C17. Therefore, what explains the outcomes below the threshold are that they are the opinions of experts who believe that all three edges mentioned above have weights below the three indicated tipping points. It also indicates in descending order which of the relationships are most influential and therefore the ones most worthy of attention for decision making. Not shown in this diagram is the ability to select one or more specific outcomes in the top portion of the display, which highlights the corresponding leaves in the tree in the bottom half; the reverse is also possible (Drury, et al., 2012).

CONCLUSION

In summary, the DESIM system elicits mental causal descriptive models from people and transforms them into computer processible causal simulation models, which allows for offloading the simulation-modeling burden from people to the computer. Consequently, by returning choice to a perceptual comprehension process in a decision space visualization, this approach enables decision makers to apply their more powerful visual pattern matching capabilities, rather than their more limited capacities for mental simulation.

Our future work will apply a web-based crowdsourcing system to participatory descriptive model development so that interviews and manual model creation will no longer be necessary. A similar existing system is Scheherezade (Li, Lee-Urban, & Riedl, 2012), a crowdsourcing tool that elicits domain knowledge to create causal narrative models on a given topic, called “plot-graphs.” It relies on a structured natural-language processing approach to develop a narrative diagram, represented as a directed acyclic graph. Turkomatic (Kulkarni, Can, & Hartmann, 2012) uses a related approach to have crowd workers break down a given task into a detailed workflow, making it suited for representing procedural knowledge in the form of a causal model. The contribution of our work, as the first project to use crowdsourced mental (causal descriptive) models that translate into computer-based simulation models, is a streamlined route to model-based decision support tools.
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